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11. Summary of the new findings of the thesis:  

This dissertation offers significant contributions in different aspects: the learning 

representation of legal features, the data agumentation, the definition and creation of the 

legal knowledge graph, the uncovering and usage of graphical relationships, and the 

graph-inspired deep learning model integration. First, the dissertation focuses on 

exploring and representing the legal relations between texts at different levels of 

granularity to deal with lengthy documents as well as make the most of both lexical and 

complex logical relations into a so-called supporting model to solve the case law retrieval 

task. Second, we propose a weak-labeling strategy to overcome the shortage of annotated 

data and improve the retrieval efficiency. Third, we define and create a heterogeneous 

knowledge graph of different types of legal entities to boost the performance of the 

statutory -- case law retrieval problem. We also define and build a reference network that 

captures and uitilizes the graphical connections or relationships among legal texts to 

enhance the performance of the question answering task. Moreover, throughout this 



dissertation, we propose deep model architectures to smoothly integrate both legal textual 

and structural characteristics of the legal data to improve the performance of the IR and 

QA models. The proposedmodel architecturesdesigned and conducted experiments to 

validate the accuracy and effectiveness of the proposed models in the dissertation 

demonstrate better performance compared to the current benchmarks, with some 

achieving unparalleled results on established data collections. Performance enhancement 

demonstrated through thethorough experiments, analysis, evaluation elucidate the 

effectiveness of the proposed approaches and methods. Finally, the analysis and 

discussions throughout this work would help provide a deeper understanding of legal 

texts and processing problems, present the advancements and remaining limitations of 

legal NLP in general and legal IR and QA in particular; and would also suggest the future 

legal IR and QA research directions, especially for low-resource languages like 

Vietnamese. 

The dissertation makes threemain contributions: 

- We study the supporting relation in the legal texts, and propose an approach called 

supporting model that can deal with both the retrieval and the entailment phases in the 

case law retrieval task. The underlying idea is the case-case, the paragraph-paragraph 

as well as the decision-paragraph supporting relations to enhance the relevancy for 

legal text retrieval. Additionally, based on the supporting relation, we also propose a 

method to automatically create a large weak-labeling dataset to overcome the shortage 

of annotated data. 

- We propose and construct a heterogeneous knowledge graph encompassing different 

types of legal entities (case law, courts, statutory laws, and legal domains) to improve 

legal information organization and retrieval in the statutory - case law retrieval task. 

- We study the citation, reference relationships between the legal articles and propose a 

reference network approach to enhance the performance of the legal document 

question answering task. Embedding and encoding the local references and the global 

(long-range) dependencies among legal articles into deep pre-trained language models 

make the final QA model more robust and accurate. Also, by uncovering hidden 

connections between laws, our method can assist in the identification of 

inconsistencies and gaps in the legal system, ultimately improving its effectiveness 

and reliability. 

 

12. Practical applicability:  

This PhD dissertation contributes to both the scientific and practical areas. The 

dissertation presents a comprehensive overview of legal NLP for legal document IR and 



QA. It also provides insights into the characteristics of legal documents and the 

relationships among them. Additionally, the methods of representation, architectural 

designs of models, and the procedural steps for training and evaluating these models are 

elaborately described within this dissertation. 

13. Further research directions:  

The future study will explore and improve the proposed method in a number of 

directions. First, continue to enhance methods for addressing problems related to the 

length and complexity of legal documents. Second, the efficiency of integrating the legal 

relations into the legal document IR and QA tasks suggests that we can extend our 

methods with larger and more sophisticated legal knowledge presentation, i.e., in terms 

of both scale and diversity. Expand research on logical representation in legal documents 

to improve accuracy for retrieval tasks in particular and legal NLP in general. 

Additionally, we can try larger pre-trained language models, especially models 

specialized for each particular language. Finally, developing solutions and models for 

legal IR and QA from various perspectives to serve various types of users including 

lawmakers, judges, plaintiffs, defendants, and non-expert users. 
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