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11. Summary of the new findings of the thesis:   

This thesis aims to improve the performance of automatic models that identify four 

semantic relations of words including hypernymy, synonymy, antonym, and semantic 

similarity. The main results of this thesis are as follows: 

Firstly, this thesis has proposed an improvement to the Dynamic Weighting Neural 

Network (DWN) model proposed by Tuan Luu et al. The improved model called EDWN 

that is capable of learning specialized word embedding vectors, these embedding vectors 

are "specialized" with semantic features, thereby being suitable for the problem of 

determining lexical entailment relation. 

Secondly, this thesis has identified subword semantic features and proposed a 

scheme to extract these features. This thesis proposed the LERC model, which used the 

input feature combined from the word embedding vector and the semantic feature vector 

under the word. The experimental results evaluated on a number of standard datasets of 

both English and Vietnamese have proved that the proposed model in this thesis has 

significantly higher performance than the best models at the same time. 



Thirdly, this thesis has proposed the neural network model DVASNet. This model 

not only uses the distributional features of words in the corpus but also exploits 

information about word structure. Experimental results on a number of standard datasets 

have demonstrated that the DVASNet model has significantly higher performance than 

the base five models. 

Fourthly, this thesis proposes the GraphSim model to improve the performance of 

measuring the semantic similarity of English word pairs based on the algorithm to find 

the shortest path on the graph. 

Fifthly, this thesis proposed the ExtLeskSim model, which is an improvement of 

the Lesk algorithm to work more effectively with Vietnamese characteristics.  

In addition, this thesis has built four datasets to evaluate semantic relation 

recognition models, including VLE-999, ViAS-1000, VSimLex-999, and VESim-1000. 

12. Practical applicability, if any:   
The models for determining semantic relations of words proposed in this thesis can 

be applied to a number of natural language processing problems, including machine 

translation, emotion analysis from text ([ CT4]), measuring the semantic similarity of 

sentences ([CT3]), align sentences and build bilingual corpora ([CT11]), thereby 

improving the performance of models to solve these problems. 

13. Further research directions, if any:   

Several recent studies are interested in the problem of ranking the membership 

relationship (Graded Hypernymy). In the next studies, we will exploit the EDWN word 

embedding model and sub-word semantic features for the membership relation ranking 

problem. In addition, we are also interested in improving the GraphSim schema in the 

direction of using the Floyd-Warshall algorithm to find the shortest path on the fuzzy 

weighted graph. Since semantic distances between words are relative or "fuzzy", it is 

more natural to use fuzzy numbers to represent this distance than "clear" numbers. 

Thereby, the shortest path information found on the fuzzy weighted semantic graph can 

be exploited to more accurately estimate the semantic similarity of word pairs. 
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